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Abstract: Sorting is an algorithm of the most relevant operations performed on computers. In particular, it is a crucial tool when it comes to processing huge volumes of data into the memory. There are different types of sorting algorithms: simple sorting algorithms(such as insertion, selection and bubble) and parallel sorting(such as parallel merge sort, Odd-even sorting, Bitonic sort and O(1) parallel sorting) algorithm. Parallel sorting is the process of using multiple processing units to collectively sort an unordered sequence of data. In this paper is devoted to the discovery of new approach to O (1) parallel sorting algorithm, in which redundant data didn't taken into consideration yet.
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I. INTRODUCTION

In [1,3,6] sorting is a process of reordering a list of items in either increasing or decreasing order. It is a fundamental operation that is performed by most computers. It is a computational building block of basic importance and is one of the most widely studied algorithmic problems. Sorted data are easier to manipulate than randomly-ordered data, so many algorithms require sorted data. It is used frequently in a large variety of useful applications. All spreadsheet programs contain some kind of sorting code. Database applications used by insurance companies, banks, and other institutions all contain sorting code. Because of the importance of sorting in these applications, many sorting algorithms have been developed with varying complexity.

In order to speed up the performance of sorting operation, parallelism is applied to the execution of the sorting algorithms called parallel sorting algorithms. In designing parallel sorting algorithms, the fundamental issue is to collectively sort data owned by individual processors in such a way that it utilizes all processing units doing sorting work, while also minimizing the costs of redistribution of keys across processors. In [17], parallel algorithms can run on a multiprocessor computer that permits multiple instructions to execute concurrently. They perform more than one operation at a time.

A large number of parallel sort algorithms are available in literature. Of these parallel sorting algorithms, the main concern of this paper is O (1) parallel sorting algorithm. In this paper, we try to find problem of O (1) parallel sorting algorithm and propose new approach for it.

II. O (1) AND SOME OTHER PARALLEL SORTING ALGORITHMS

Now let us have a look for basic idea of some parallel sorting algorithms. The parallel merge sort algorithm uses a divide and conquers strategy to sort its elements. The list is divided into 2 equally sized lists and the generated sub-lists are further divided until each number is obtained individually. The numbers are then merged together as pairs to form sorted lists of length 2. The lists are then merged subsequently until the whole list is constructed. This algorithm can parallelized by distributing n/p elements (where n is the list size and p is the number of processors) to each slave processor. The slave can sequentially sort the sub-list (e.g. using sequential merge sort) and then return the sorted sub-list to the master. Finally, the master is responsible of merging all the sorted sub-lists into one sorted list [2].

As in [2,3] stated that, the odd-even transposition sort algorithm starts by distributing n/p sub-lists (p is the number of processors) to all the processors. Each processor then sequentially sorts its sub-list locally. The algorithm then operates by alternating between an odd and an even phase, hence the name odd-even. In the even phase, even numbered processors (processor i) communicate with the next odd numbered processors (processor i+1). In this communication process, the two sub-lists for each 2 communicating processes are merged together. The upper half of the list is then kept in the higher number processor and the lower half is put in the lower number processor. Similarly, in the odd phase, odd number processors (processor i) communicate with the previous even number processors (i-1) in exactly the same fashion as in the even phase. It is clear that the whole list will be sorted in a maximum of p stages.

In [9], if a sequence increases or decreases from left to right, then it is a monotonic sequence. If a_k < a_k+1 for all k < n, then the sequence a_1, a_2, a_n is monotonic. A bitonic sequence is one that monotonically increases (decreases), reaches a single maximum (minimum), then monotonically decreases (increases). A bitonic sequence is obtained by concatenating two monotonic sequences, one ascending and the other descending. A cyclic shift of this concatenated sequence...
is also a bitonic sequence. The bitonic iterative rule is based on the observation that a bitonic sequence can be split into two bitonic sequences by performing a single step of comparison-exchanges [3]. Bitonic sorting takes advantage of this property of the bitonic split. By repeated applications of the bitonic split, a bitonic sequence can be converted to a monotonic sequence (i.e., sorted) [9].

[17] A parallel computer is a set of processors that are able to work cooperatively to solve a computational problem. This definition is broad enough to include parallel supercomputers that have hundreds or thousands of processors, networks of workstations, multiple-processor workstations, and embedded systems. The parallel computers can be represented with the help of various kinds of models such as random access machine (RAM), parallel random access machine (PRAM) etc. There are different models based on PRAM. In Concurrent-Read Concurrent-Write (CRCW) model, the processors access the memory location concurrently for reading as well as for writing operation. In the algorithm which uses CRCW model of computation, $n^2$ numbers of processors have been attached in the form of a two dimensional array of size $n \times n$. The complexity of CRCW based algorithm is $O(n)$. But, one important thing here is that an algorithm that works correctly for CREW will also work correctly for CRCW but not vice versa.

For the current $O(1)$ parallel sorting algorithm, a CRCW PRAM model where concurrent write is handled with addition is taken as assumption, and has the following pseudo code.

**Algorithm:**

```plaintext
For (int i=1; i<=n; i++)
{for (int j=1; j<=n; j++)
{    if(X[i] > X[j])
      Processor Pij stores 1 in memory location m
    else
      Processor Pij stores 0 in memory location m
}
}
```

Let us see $O(1)$ sorting algorithm using example.

Given unsorted list \{14, 12, 11, 13\}

<table>
<thead>
<tr>
<th>P_{11} (14, 14)</th>
<th>P_{12} (14, 12)</th>
<th>P_{13} (14, 11)</th>
<th>P_{14} (14, 13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0+1+1+1 = 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>when sorted 14 is in position 3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>P_{21} (12, 14)</th>
<th>P_{22} (12, 12)</th>
<th>P_{23} (12, 11)</th>
<th>P_{24} (12, 13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0+0+1+0 = 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>when sorted 12 is in position 1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>P_{31} (11, 14)</th>
<th>P_{32} (11, 12)</th>
<th>P_{33} (11, 11)</th>
<th>P_{34} (11, 13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0+0+0+0 = 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>when sorted 11 is in position 0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>P_{41} (13, 14)</th>
<th>P_{42} (13, 12)</th>
<th>P_{43} (13, 11)</th>
<th>P_{44} (13, 13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0+1+1+0 = 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>when sorted 13 is in position 2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Hence, the sorted list will be:

11 12 13 14

### III. PROPOSED ALGORITHM:

The headache for the above $O(1)$ parallel sorting algorithm is that, it doesn’t sort lists with having two or more redundant item values. It only does properly when...
the array list has distinct item values. Let us see this
Given unsorted list \{14, 12, 11, 14, 13, 11\}

\[
\begin{align*}
P_{11}(14, 14) & \quad P_{12}(14, 12) & \quad P_{13}(14, 11) & \quad P_{14}(14, 14) & \quad P_{15}(14, 13) & \quad P_{16}(14, 11) \\
0+1+1+0+1+1 & = 4 & & & & \\
0+0+1+0+0+1 & = 2 & & & & \\
0+0+0+0+0+0 & = 0 & & & & \\
0+1+0+0+1+1 & = 4 & & & & \\
0+1+0+0+1+1 & = 4 & & & & \\
0+0+0+0+0+0 & = 0 & & & & \\
\end{align*}
\]

The list looks like the following:

From above scenario, in the given unsorted list, there are two 11 and two 14 redundant values. For both 11 values, a position of 0 is assigned, and again for both 14 items of the list, a position with value of 4 is obtained. Hence, two positions (position 1 and position 5) are not assigned for items of the list. Therefore, one can observe that O (1) parallel sorting algorithm doesn’t sort lists having 2 or more redundant values.

Our proposed algorithm addresses this problem of O (1) parallel sorting algorithm. The new proposed algorithm works, unlike the current O (1) sorting algorithm, with the essence that CRCW and CREW PRAM model are taken in consideration. The CRCW PRAM will be used when assigning a value of 0 or 1 for a given compared pair of arrays (for our case when comparing a[i] and a[j]). And, the CREW PRAM model will be used while a correct index for item of unsorted list is assigned for index array(x for our case b[n] in the coming algorithm) to be used for sorting in the final ordered list. Furthermore, we consider CRCW and CREW because they are the most popular models of PRAM. CREW is popular because it maps to physical architecture well, and CRCW is used when the details of the current write must be specified. This algorithm does properly for lists of both distinct and redundant values. The pseudo code for our new proposed algorithm looks like the following.

**Algorithm:**

- Given unsorted list with n size: \(a[n]\)
- Have a list of n size for holding sorted items of the list: \(x[n]\)
- Have an array with n size to hold index of sorted list for unsorted list: \(b[n]\)
- Have a variable for arithmetic operation: \(sum=0\)

```c
for (int i = 0; i < n; i++)
    if (a[i] > a[j])
        {Processor P (i-1) stores memory location m_{i-1}
         sum = sum + 1
        }
    else
        {Processor P (i+1) stores memory location m_{i+1}
         if (i = 0)
             {b[i] = sum
             x [b[i]] = a[i]
             sum = 0
             }else
             {for (k = 0; k < i ; k++)
                if (sum = b [k])
                    sum = sum + 1
                }b[i] = sum
                x [b[i]] = a[i]
            }sum = 0
```

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

IV. **Discussion and Comparison of the Proposed Algorithm:** The above proposed algorithm works properly for both a list having distinct or redundant values. Let us see by taking the above scenario for O (1) parallel sorting algorithm and check for our proposed algorithm.
Given unsorted list \{14, 12, 11, 14, 13, 11\}
\[
\begin{align*}
P_{11}(14, 14) & \quad P_{12}(14, 12) & \quad P_{13}(14, 11) & \quad P_{14}(14, 14) & \quad P_{15}(14, 13) & \quad P_{16}(14, 11) \\
0+1+1+0+1+1 = 4 & \quad 14 \text{ is in position 4 when sorted} \\
P_{21}(12, 14) & \quad P_{22}(12, 12) & \quad P_{23}(12, 11) & \quad P_{24}(12, 14) & \quad P_{25}(12, 13) & \quad P_{26}(12, 11) \\
0+0+1+0+0+1 = 2 & \quad 12 \text{ is in position 2 when sorted} \\
P_{31}(11, 14) & \quad P_{32}(11, 12) & \quad P_{33}(11, 11) & \quad P_{34}(11, 14) & \quad P_{35}(11, 13) & \quad P_{36}(11, 11) \\
0+0+0+0+0+0 = 0 & \quad 11 \text{ is in position 0 when sorted} \\
P_{41}(14, 14) & \quad P_{42}(14, 12) & \quad P_{43}(14, 11) & \quad P_{44}(14, 14) & \quad P_{45}(14, 13) & \quad P_{46}(14, 11) \\
0+1+1+0+1+1 = 4 (+1) & \quad 14 \text{ is in position 5 when sorted} \\
P_{51}(13, 14) & \quad P_{52}(13, 12) & \quad P_{53}(13, 11) & \quad P_{54}(13, 14) & \quad P_{55}(13, 13) & \quad P_{56}(13, 11) \\
0+1+1+0+0+1 = 3 & \quad 13 \text{ is in position 3 when sorted} \\
P_{61}(11, 14) & \quad P_{62}(11, 12) & \quad P_{63}(11, 11) & \quad P_{64}(11, 14) & \quad P_{65}(11, 13) & \quad P_{66}(11, 11) \\
0+0+0+0+0+0 = 0 (+1) & \quad 11 \text{ is in position 1 when sorted} 
\end{align*}
\]

As stated in the algorithm, the algorithm checks arithmetic variable sum as the current position of the item before assigning it with the previous positions whether an equivalent/equal position exists in index list. If there exits equal value (s), then it adds 1 to the current value for each equal appearance of index, and continues like this until the end of the list. So that, by so doing like this, the above problem of O (1) parallel sorting algorithm is solved in our new proposed algorithm. We assumed that this comparison of the current position of item with the previous index values is done by the last processor for each row of \(P_{ij}\).

V. COMPARISON RESULTS:

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Current O (1) sorting algorithm</th>
<th>Proposed O (1) sorting algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRAM model used</td>
<td>CRCW</td>
<td>CRCW+CREW</td>
</tr>
<tr>
<td>Complexity</td>
<td>O (1)</td>
<td>O (n)</td>
</tr>
<tr>
<td>Sorts distinct items of list</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sorts lists with redundant items</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this paper tries to show the problem of the current O (1) parallel sorting algorithm. It finds that O (1) sorting algorithm is inefficient for lists having two or more redundant values. The paper also proposes a new approach to handle and solve the current problem and shows the comparison between the proposed algorithm and the current algorithm of O (1) sorting algorithm.
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